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#### Abstract

This paper presents the results of a controlled crossover experiment designed to measure the score advantage that students have when taking exams asynchronously (i.e., the students can select a time to take the exam in a multi-day window) compared to synchronous exams (i.e., all students take the exam at the same time). The study was performed in an upper-division undergraduate computer science course with 321 students. Stratified sampling was used to randomly assign the students to two groups that alternated between the two treatments (synchronous versus asynchronous exams) across a series of four exams during the semester. These non-programming exams consisted of a mix of multiple choice, checkbox, and numeric input questions. For some questions, the parameters were randomized so that students received different versions of the question and some questions were identical for all students. In our results, students taking the exams asynchronously had scores that were on average only $3 \%$ higher ( 0.2 of a standard deviation). Furthermore, we found that the score advantage was decreased by the use of randomized questions, and it did not significantly differ based on the type of question. Thus, our results suggest that asynchronous exams can be a compelling alternative to synchronous exams.
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## 1 INTRODUCTION

In the US and internationally, computer science departments are wrestling with course enrollment surges resulting from both increased numbers of majors and more courses taken by non-majors [5, 10, 13, 22]. Unsurprisingly, many CS faculty are employing automation (e.g., online auto-graded assignments) as one approach to

[^0]managing this growth [3, 12, 14, 16, 24, 27]. Relevant to this work, computer-based exams have been proposed both as providing a more authentic testing environment for CS exams (by allowing compilers and debuggers to be used) and as a means to reduce grading effort (e.g., graders no longer need to compile hand-written code in their heads) $[1,2,4,6,9,15,19,21]$. The total overhead of running exams for large classes can be further reduced by centralizing the running of exams to a computer-based testing facility $[11,17,20,23,28]$, so that courses no longer need to proctor their exams or deal with student time conflicts and accommodations.

A key feature of these computer-based testing facilities [29], which enables them to efficiently deal with student time conflicts, is that exams are offered asynchronously, meaning that students are not all taking the exam at the same time. Instead, students are offered a multi-day window in which to take the exam, and they make a reservation for a time that fits in their schedule. Asynchronous exams not only completely eliminate the overhead of scheduling and separately proctoring conflict exams, but the flexibility is greatly appreciated by students who can schedule their exams around other academic, work, and family (e.g., non-traditional aged students with children) obligations.

The primary concern around asynchronous exams is what has previously been called collaborative cheating [7], where one student takes the exam early in the exam period and then tells another student (taking the exam later) what was on their exam. Previous work attempted to characterize the impact of collaborative cheating by a posteriori analysis of exams consisting of a mix of questions drawn from homework and hidden problems [8]. Students engaging in collaborative cheating were identified by looking for students that disproportionately re-studied exactly the subset of homework problems that were present on the exam. Such "cheaters" appeared to gain a 12 percentage point score advantage on problems drawn from the homework if every student received the same question, but their advantage dropped to 2 to 3 percentage points when the question was randomly drawn from a pool of questions. As discussed in Section 4.5, we observe a similar benefit from randomization.

In this work, we designed a controlled experiment (Section 3) to directly measure the score advantage students gain from an asynchronous exam. In particular, this paper finds the following:
(1) Across the four exams, students asynchronously taking the exam had a small score advantage, more specifically an average $3 \%$ score advantage, which was statistically significantly above zero.
(2) When we look at each exam individually, only one of the exams had a statistically significant asynchronous score advantage, and the score advantage appears to be correlated to exam construction.
(3) While there was no statistically significant score advantage difference based on question type (e.g., multiple choice, checkbox, numeric), questions that were not randomized contributed more to the score advantage to a statistically significant degree.

## 2 BACKGROUND

The focus of this paper is a series of exams that were conducted in a computer-based testing facility using the PrairieLearn LMS. As computer-based exams are not commonplace, we provide some background on both of the capabilities of the exam delivery tool and how the exams are managed.

### 2.1 The PrairieLearn LMS

PrairieLearn is an online problem posing system that permits the authoring of item generators, each of which is capable of generating a range of parameterized question (item) instances [25]. PrairieLearn permits a broad range of question types, including but not limited to numeric, graphical, symbolic, programming, and drawing problems. PrairieLearn can be used for both homework and exams.

Exams in PrairieLearn are constructed by specifying a series of slots on the exam. Each slot is associated with either a single problem or a pool of problems from which every student gets a random draw. Typically, faculty construct pools to have similar topic coverage and difficulty. When a student begins an exam, an exam is constructed for them by randomly drawing questions from pools and then randomly parameterizing those problems. Students grade their exams interactively during the exam and exam authors can permit students to have multiple attempts on problems. Each slot is assigned a point value and (optionally) a partial-credit schedule for multiple attempts.

### 2.2 Computer-based Testing Facility (CBTF)

Our computer-based testing facility [30] is a pair of computer labs that together have roughly 120 seats for students and another 5 seats in a reduced-distraction environment for students registered with the disability resource center. The networking and file system of the computers are strictly controlled and computers have privacy screens to prevents reading from neighboring computers. The facility is open and proctored 12 hours a day, 7 days a week to accommodate roughly four thousand exams per week. Proctors verify student identity, and students are randomly (by the scheduling software) assigned to a computer to deter coordinated cheating. Students are not permitted to take cell phones/smart watches, written notes, or other records into or out of the exam area.

Exams are generally run asynchronously, meaning that classes assign a three or four-day period for the students to take a midterm exam. Students use an online tool to make a reservation at any available time during the exam period. Students with accommodations permitting them additional time on exams are handled automatically by the scheduling software. Exam periods from different classes frequently overlap, and there are almost always several distinct exams running concurrently. The scheduling software attempts to seat students so that adjacent students are taking different exams.

## 3 METHODS

This study took place in a large public research university during the Spring 2019 semester. The data was drawn from a required upperdivision undergraduate computer science (CS) course, where students were expected to have an introductory programming course as prerequisite. The course offered all of the homework assignments and exams via the PrairieLearn LMS, with a total of 9 exams held in the CBTF. With IRB approval, we obtained all the exam records for the 359 students registered in the course. The data used in this study consists of exam records from 321 students, since we removed the students with test accommodations or students that did not complete all the CBTF exams during their designated time. Of the students that participated in the study, $5 \%$ were sophomores, $42 \%$ were juniors and $53 \%$ were seniors.

Table 1: Exam schedule for groups $X$ and $Y$. The groups alternated taking exams with two different treatments: synchronous (syn) and asynchronous (asyn)

| Group | Exam 1 | Exam 2 | Exam 3 | Exam 4 |
| :---: | :---: | :---: | :---: | :---: |
| X | asyn | syn | asyn | syn |
| Y | syn | asyn | syn | asyn |

Stratified sampling was used to randomly split the students into two groups ( X and Y ). All students took the same exams (subject to randomization as explained above), but the two groups had different exam schedules, alternating between the two treatments, i.e., the synchronous (syn) and asynchronous (asyn) exams, as illustrated in Table 1. During the semester, students had to take eight 50minute exams and a 3 -hour final exam. However, only four exams were used for this crossover study, namely the third, fifth, sixth and seventh exams, since they only included a mixture of multiple choice, checkbox and numeric input questions and had a relatively uniform score distribution in previous semesters. Other exams not included in the study also included a mixture of programming questions. The exams included in the study were administered in weeks 7, 11, 13 and 15 of the semester, which consisted of a total of 16 weeks.

Table 2: Major distribution in groups X and Y .

| Group | CS | CS +X | Engineering | Others |
| :---: | :---: | :---: | :---: | :---: |
| X | 69 | 35 | 32 | 24 |
| Y | 72 | 33 | 31 | 25 |

To create groups X and Y , we stratified on gender and majors. As a result, group X consisted of $73 \%$ male ( 160 students total) and group Y consisted of $74 \%$ male ( 161 students total). For the major stratification, we considered four different sub-groups: CS, CS + X, Engineering and Others. The final student major distribution in each group is shown in Table 2.

The course instructor announced during the first lecture that they would be performing a study to investigate the difference between synchronous and asynchronous tests, and explained how the


Figure 1: Exam schedule for groups $X$ and $Y$. Students taking the exam synchronously were scheduled to take the exam on Tuesday during lecture time. Students taking the exam asynchronously had the option to take the exam from Wednesday to Saturday. The area of the circle indicates the number of students taking the exam on that given day.
exams would be offered following an alternate schedule. However, students were not aware of the parameters used to form the groups.

Students scheduled to take an exam asynchronously could sign up for an exam time of their choosing, with sign-ups starting two weeks prior to the start of the exam period, which ran from Wednesday to Saturday. On the other hand, students scheduled to take an exam synchronously were pre-scheduled by the CBTF administration to take the exam during lecture time on Tuesday and were not able to modify their registration. This ensured that all students taking the exam synchronously took the exam before any of the students taking it asynchronously.

Due to the course's large size and lecture hall availability, two lecture sections of the course were offered, scheduled in consecutive hours. Consequently, students in the group taking the exams synchronously were also scheduled at two different consecutive time slots based on their lecture time. Students taking the exam during the first synchronous time slot were not able to leave the CBTF room until the end of the exam time and exited through a different door than the students entering the room for the second synchronous time slot, eliminating the possibility of communication among students taking the exam synchronously. For consistency, students taking the exam during the second synchronous time slot were also held in the room until the end of the exam time.

Figure 1 shows an illustration of the exam schedule. The area of each circle indicates the number of students taking an exam on a given day. The number of students taking the exam on Tuesday is fixed and determined by the size of each group (around 160 students). For the group taking the exam during the asynchronous period, we note that a large percent of the students choose to take the exam on the last day of the exam period (Saturday), as has been previously observed [7, 26].


Figure 2: Box plot showing the distribution of the exam raw scores for groups X and Y . We use the labels 'syn' and 'asyn' to indicate the synchronous and asynchronous exam treatments.

## 4 RESULTS

### 4.1 Overall exam scores

We first consider the overall score distribution for groups X and Y for all four exams. Figure 2 shows a box plot of the raw data for both groups and all four exams, indicating the exam treatment for each group. Table 3 summarizes the mean scores and standard deviations.

Table 3: Summary information for exams used in the study.

| Exam | Group | Treatment | Mean | Std dev |
| :---: | :---: | :---: | :---: | :---: |
| Exam 1 | X | asyn | 78.31 | 15.23 |
| Exam 1 | Y | syn | 76.05 | 14.38 |
| Exam 2 | X | syn | 78.62 | 15.63 |
| Exam 2 | Y | asyn | 80.18 | 14.72 |
| Exam 3 | X | asyn | 75.79 | 20.44 |
| Exam 3 | Y | syn | 73.52 | 18.85 |
| Exam 4 | X | syn | 83.70 | 14.84 |
| Exam 4 | Y | asyn | 77.59 | 18.73 |

Further analysis of the data show that the score distributions are not normal, but that they deviate from normal in a structured way. All exams have mean scores well above $50 \%$ and, as depicted in Fig. 3, they are also negative skewed with mostly positive excess kurtosis (that is, above the normal distribution value of 3), but with less-skewed exams having less (or even negative) excess kurtosis (we used the Pearson's moment coefficient of skewness, and the same Pearson's definition for the kurtosis). These features have been observed in exams both historically [18] and recently [7], and are consistent with exam scores being limited at $100 \%$, which tends to produce a "piling up" of high scores.

To maintain simplicity of the analysis, we will utilize statistical tests and linear regression models that assume normality of the


Figure 3: Kurtosis and skewness for the exam raw score distributions for groups X and Y . The exam scores distributions are not normal, in a way that is consistent with censoring (limiting of scores) at $\mathbf{0 \%}$ and $100 \%$.
data. However, we will later use a bootstrap to verify our results and confirm that non-normality has not changed any of our conclusions.

Recall from the section Methods that each group (X and Y) were formed by two sub-groups of students since the course was split into two different lecture sections. While taking the synchronous exams, one of the sub-groups took the exam during the first lecture period, and the second sub-group took the exam immediately after at the second lecture period. We performed one-way ANOVA tests with the null hypothesis that the two sub-groups that formed group X and the two sub-groups that formed group Y have the same mean score. Table 4 summarizes the results and shows that none of the exams have a $p$-value that is statistically significant, supporting our decision to treat the two sub-groups as one group in the analyses that follow.

Table 4: The $p$-values from one-way ANOVA to test the null hypothesis that the two lecture sub-groups that form groups $X$ and $Y$ have the same mean scores.

| Group | Exam 1 | Exam 2 | Exam 3 | Exam 4 |
| :---: | :---: | :---: | :---: | :---: |
| X | 0.082 | 0.232 | 0.166 | 0.256 |
| Y | 0.311 | 0.407 | 0.495 | 0.375 |

### 4.2 Comparing scores from synchronous and asynchronous treatments

We standardized the scores from each exam, using all scores from both groups X and Y together. Figure 4 shows the mean of the $z$-scores for groups X and Y for each exam. We observe that the alternating values of the mean score for groups X and Y follow the same alternating pattern of the exam treatment: the group that


Figure 4: Mean $z$-scores for groups $X$ and $Y$ for each exam. The errors bars are the $\mathbf{9 5 \%}$ confidence intervals (assuming normality). The exam treatment given to each group is indicated by the labels 'syn' and 'asyn'.
takes the exam synchronously have negative mean scores, while the group that takes the exam asynchronously have positive mean scores.

Results from one-way ANOVA tests using the exam score distributions from groups X and Y indicate that Exam 4 is the only one in which the means are statistically different ( $p=0.00131$ ), confirming the results illustrated in Fig. 4.

### 4.3 Score advantage for students taking asynchronous exams

For each exam, we fitted an ordinary least squares (OLS) model of the form

$$
\begin{equation*}
z_{i j}=\sigma_{j}+\alpha_{i}+\beta A_{i j} \tag{1}
\end{equation*}
$$

where $z_{i j}$ is the standardized $z$-score that student $i$ received in exam $j, A_{i j}$ is 1 if student $i$ took the exam $j$ in the asynchronous schedule, otherwise $A_{i j}$ is 0 , and $\beta, \alpha_{i}$ and $\sigma_{j}$ are the parameters we want to estimate, which can be interpreted as:

- $\sigma_{j}$ : the mean score of exam $j$,
- $\alpha_{i}$ : the ability of student $i$,
- $\beta$ : the score advantage for students taking an exam asynchronously rather than synchronously.
Here we are mostly interested in the coefficient $\beta$ which represents the effect size of the score advantage (in units of standard deviations) when students take an exam asynchronously. We find $\beta=0.182(95 \% \mathrm{CI}[0.107,0.257], p<0.0001)$, meaning that a student exam score increases roughly by 0.18 of a standard deviation if the exam is taken asynchronously rather than synchronously.

We also performed linear regression to fit Eq. 1 using the raw scores as the left-hand values. Table 5 summarizes the coefficients $\beta$ and $\sigma_{i}$ in this case. We note that the values of $\sigma$ are close to the actual values of the exam averages, as expected (see Table 3). The $\beta$ value indicates that students taking the exam asynchronously had on average a 3.05 percentage point score advantage, which is small

Table 5: Linear regression coefficients from Eq. 1 using raw exam scores, with corresponding $95 \%$ confidence intervals and p -values.

| Coefficient | Value | $p$-value | $95 \% \mathrm{CI}$ |
| :---: | :---: | :---: | :---: |
| $\beta$ | 3.05 | $<0.0001$ | $[1.792,4.316]$ |
| $\sigma_{1}$ | 79.3 | - | $[68,90.7]$ |
| $\sigma_{2}$ | 81.6 | - | $[70.2,92.9]$ |
| $\sigma_{3}$ | 76.8 | - | $[65.4,88.2]$ |
| $\sigma_{4}$ | 82.8 | - | $[71.4,94.2]$ |



Figure 5: Linear regression coefficients from Eq. 2 using raw exam scores, with corresponding $95 \%$ confidence intervals.
relative to the range of exam score but is statistically significantly above zero.

The results above were obtained from linear regression models with standardized and non-standardized exam scores without any extra treatment for non-normality. To validate our results, we computed bootstrap estimates of $\beta$ and its confidence interval. From 10,000 bootstrap samples, we obtained $\beta=0.182$ ( $95 \%$ CI [0.103, 0.261], $p<0.0001$ ) for $z$-scores and $\beta=3.05$ ( $95 \%$ CI [1.694, 4.405], $p<0.0001$ ) for raw scores, which are almost identical to the OLS estimates above.

### 4.4 Score advantage in each exam

In this second analysis, we fit an OLS model of the form

$$
\begin{equation*}
s_{i j}=\sigma_{j}+\beta_{j} A_{i j}, \tag{2}
\end{equation*}
$$

where we will now obtain one $\beta_{j}$ value for each exam, indicating the score advantage that students get in exam $j$ if that exam was taken asynchronously. For this analysis, we define $s_{i j}$ as the raw scores, and $\sigma_{j}$ and $\beta_{j}$ are the parameters we want to estimate, which can be interpreted as:

- $\sigma_{j}$ : the mean score of exam $j$,
- $\beta_{j}$ : the score advantage students get when taking exam $j$ asynchronously.
The resulting coefficients for $\sigma_{j}$ are representative of the mean scores, as expected, with values of $76,78.6,73.5$ and 77.6 respectively.

The results for the $\beta$ coefficients are shown in Fig.5. We observe that the coefficients for exams 1,2 and 3 are not significantly different from zero and are quite similar, while the coefficient for exam 4 is an outlier. In other words, only one of the exams had a statistically significant asynchronous score advantage, which is consistent with the results presented in Fig.4.

To better understand what made exam 4 an outlier, we analyzed the construction of the exams, by comparing the type of questions included in each one of them. Did exam 4 have characteristics that facilitated the spread of information (i.e., it was easier to cheat) and therefore gave an increased advantage to students that took the exam in the asynchronous schedule? We explore this question in the next section.

### 4.5 Score advantage per question type

The exams used in this study consisted of a mix of question formats: multiple choice ( $M$ ), checkbox (C), and numeric input ( $N$ ). In many of the questions the parameters were randomized so that students received different versions of the question, while some questions were not randomized and were thus identical for all students. Table 6 describes the type of questions included in each exam.

Table 6: Question types included in each exam. M: multiple choice, $C$ : checkbox, $N$ : numeric input, $R$ : randomized parameters.

| Question | Exam 1 | Exam 2 | Exam 3 | Exam 4 |
| :---: | :---: | :---: | :---: | :---: |
| 1 | $\mathrm{~N} / \mathrm{R}$ | $\mathrm{N} / \mathrm{R}$ | $\mathrm{N} / \mathrm{R}$ | C |
| 2 | $\mathrm{~N} / \mathrm{R}$ | $\mathrm{M} / \mathrm{R}$ | $\mathrm{N} / \mathrm{R}$ | $\mathrm{N} / \mathrm{R}$ |
| 3 | M | $\mathrm{N} / \mathrm{R}$ | $\mathrm{C} / \mathrm{R}$ | M |
| 4 | $\mathrm{~N} / \mathrm{R}$ | M | $\mathrm{N} / \mathrm{R}$ | N |
| 5 | $\mathrm{~N} / \mathrm{R}$ | $\mathrm{M} / \mathrm{R}$ | $\mathrm{N} / \mathrm{R}$ | $\mathrm{N} / \mathrm{R}$ |
| 6 | $\mathrm{C} / \mathrm{R}$ | $\mathrm{N} / \mathrm{R}$ | $\mathrm{N} / \mathrm{R}$ | M |
| 7 | $\mathrm{M} / \mathrm{R}$ | $\mathrm{M} / \mathrm{R}$ | $\mathrm{M} / \mathrm{R}$ | $\mathrm{N} / \mathrm{R}$ |
| 8 | $\mathrm{~N} / \mathrm{R}$ | $\mathrm{N} / \mathrm{R}$ | $\mathrm{N} / \mathrm{R}$ | $\mathrm{N} / \mathrm{R}$ |
| 9 | $\mathrm{M} / \mathrm{R}$ | $\mathrm{C} / \mathrm{R}$ | $\mathrm{N} / \mathrm{R}$ | $\mathrm{N} / \mathrm{R}$ |
| 10 | $\mathrm{~N} / \mathrm{R}$ | $\mathrm{N} / \mathrm{R}$ | $\mathrm{C} / \mathrm{R}$ | $\mathrm{N} / \mathrm{R}$ |
| 11 | $\mathrm{~N} / \mathrm{R}$ | N | $\mathrm{N} / \mathrm{R}$ | $\mathrm{C} / \mathrm{R}$ |
| 12 | $\mathrm{~N} / \mathrm{R}$ | $\mathrm{N} / \mathrm{R}$ | $\mathrm{N} / \mathrm{R}$ | - |
| 13 | - | - | $\mathrm{N} / \mathrm{R}$ | - |

In this last analysis, we considered the scores for each individual question included in the exams. We fit an OLS model of the form

$$
\begin{equation*}
q_{i k}=\sigma_{k}+\alpha_{i}+\left(\delta_{M} M_{k}+\delta_{C} C_{k}+\delta_{N} N_{k}+\delta_{R} R_{k}\right) A_{i k} \tag{3}
\end{equation*}
$$

where $q_{i k}$ is the raw score that student $i$ received on question $k$ (all questions are worth 10 points.), $A_{i k}$ is 1 if student $i$ received question $k$ during an asynchronous exam, otherwise $A_{i k}$ is 0 , and $M_{k}, C_{k}, N_{k}$, and $R_{k}$ are all 0 or 1 depending on whether question $k$ is multiple choice, checkbox, numeric, or randomized, respectively.

We want to estimate the coefficients $\delta_{M}, \delta_{C}, \delta_{N}, \delta_{R}, \alpha_{i}$, and $\sigma_{k}$, which can be interpreted as:

- $\sigma_{k}$ : the mean score of question $k$,
- $\alpha_{i}$ : ability of student $i$,


Figure 6: Linear regression parameters from Eq. 3, with corresponding $95 \%$ confidence intervals. Multiple choice: $\delta_{M}$, checkbox: $\delta_{C}$, numeric input: $\delta_{N}$, randomized: $\delta_{R}$.

- $\delta_{M}$ : the score advantage for multiple choice questions when the exam is taken asynchronously,
- $\delta_{C}$ : the score advantage for checkbox questions when the exam is taken asynchronously,
- $\delta_{N}$ : the score advantage for numeric questions when the exam is taken asynchronously,
- $\delta_{R}$ : the score advantage for randomized questions when the exam is taken asynchronously.
We will focus on $\delta_{M}, \delta_{C}, \delta_{N}$, and $\delta_{R}$, since we want to know how the question type and randomization affects the student score advantage when taking exams asynchronously. We plotted these coefficients with their corresponding $95 \%$ confidence intervals in Fig. 6. The units of these values is "question points".

Questions of different formats (multiple choice, checkbox, or numeric) are not statistically-significantly different in how much advantage is gained from asynchronous exams. However, randomized questions give statistically-significantly less advantage ( $\delta_{R}=$ $-0.431,95 \%$ CI [-0.749,-0.113], $p=0.008$ ) than non-randomized questions on asynchronous exams. Speaking somewhat loosely, this shows that questions of different formats (multiple choice, checkbox, numeric) are all roughly equally easy to cheat on, while randomized questions are harder to cheat on. This is consistent with prior work [8] that found randomization of questions to significantly decrease the score advantage from collaborative cheating.

In Section 4.4, we observed that only exam 4 had a statistically significant asynchronous score advantage $\left(\beta_{j}\right)$. Table 7 shows the percent of randomized questions in each exam, where we see that exam 4 has fewer randomized questions than the other exams, which might explain why it had a larger $\beta_{j}$.

## 5 DISCUSSION AND CONCLUSIONS

In this paper, we perform, to our knowledge, the first controlled experiment to measure the score advantage resulting from running exams asynchronously, where students are allowed to select their exam time. In aggregate, across the four exams, we find that the effect size is modest ( 0.182 of a standard deviation, equivalent to 3.05 percentage points). Furthermore, we find that the strongest

Table 7: Fraction of questions on each exam that are of each type. The fractions do not sum to $100 \%$ because questions can have multiple types, as shown in Table 6.

| Type | Exam 1 | Exam 2 | Exam 3 | Exam 4 |
| :--- | :---: | :---: | :---: | :---: |
| Multiple choice (M) | $25 \%$ | $34 \%$ | $8 \%$ | $18 \%$ |
| Checkbox (C) | $8 \%$ | $8 \%$ | $15 \%$ | $18 \%$ |
| Numeric (N) | $67 \%$ | $58 \%$ | $77 \%$ | $64 \%$ |
| Randomized (R) | $92 \%$ | $83 \%$ | $100 \%$ | $64 \%$ |

correlation to an exam's score advantage is the number of nonrandomizing questions that the exam includes. In this work, we did not investigate the underlying causes for this score advantage. Two plausible hypotheses are collaborative cheating and improved confidence/preparation resulting from the flexibility of deciding when to take an exam, but further study is needed.

The contribution of collaborative cheating to the score advantage is not surprising. We know anecdotally that students communicate about the exam, and trying to prevent that communication is probably a losing battle. Nevertheless, we find it reassuring that the impact of that communication appears to be modest, at least in this course, suggesting that asynchronous exams can be a reasonablysecure alternative to traditional synchronous exams.

The key mechanism to mitigate that score advantage seems to be randomization. From our data, we can extrapolate that had all of the problems been parameterized so that each student would get a different version of the question, the aggregate score advantage would drop from 3.05 percentage points to 2.39 percentage points. Furthermore, the exams studied had only minimal use of problem pools; in over $90 \%$ of the slots all students received the same question generator. Studies of the score advantage reduction resulting from using problem pools is important future research.

There are several limitations of our results that restrict the extent to which they can be generalized to other contexts. For example, we used data from one large, highly-selective, research university, with a student population that was majority male and US domestic, and the exam questions were short-answer and multiple-choice. It would be interesting to see similar studies at other universities to understand asynchronous exams in different environments.

We feel that our results have potential implications for other contexts in which exams are run asynchronously. Recently, an assortment of commercial online proctoring services have become available that similarly offer students the ability to take exams at a time of their choosing. While we hesitate to predict the magnitude of the score advantage resulting from the asynchronicity of online proctored exams, we are comfortable predicting that increased randomization of exams would reduce the score advantage in that context as well.
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